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Abstract: 
Workflow systems often present the user with rich 
interfaces that express all the capabilities and 
complexities of the application programs and the 
computing environments that they support. However, 
non-expert users are better served with simple 
interfaces that abstract away system complexities and 
still enable them to construct and execute complex 
workflows. To explore this idea, we have created a 
set of tools and interfaces that simplify the 
construction of workflows. Implemented as part of  
the Community Modeling Environment developed by 
the Southern California Earthquake Center, these 
tools, are integrated into a comprehensive workflow 
system that supports both domain experts as well as  
non expert users. 
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1. Introduction:   

For many regions of the globe, earthquakes 
represent a significant hazard to life and property. 
This has lead geophysicists to study the earth as a 
system, to gain a better understanding of the complex 
interactions between crustal stress, fault ruptures, 
wave propagations through 3D velocity structures, 
and ultimately, ground motions. While the holy grail 
of this work is earthquake prediction, a more prosaic 
goal is to estimate the potential for earthquake 
damage at specific locations on the earth and this 
seismic hazard analysis (SHA) is one of the main 
objectives of earthquake geophysics investigation. 

Recent advances have resulted in increasingly 
more accurate models of the different system 
components: fault models, rupture dynamics, wave 
propagation, etc. Given this progress, it becomes 
obvious that attention must turn to combining these 
diverse elements into an integrated model of the 
earth.  It is with this goal in mind that that the 
Southern California Earthquake Center (SCEC) 
created the Community Modeling Environment 
(SCEC/CME) [14]. The CME is an integrated 
environment in which a broad user community 
encompassing geoscientists, civil and structural 
engineers, educators, city planners, and disaster 
response teams can have access to powerful physics-
based simulation techniques for SHA. The diversity 
and distribution of the user community combined 
with the complexity of the problem space imposes 

some demanding requirements on any proposed 
solution. These include: 
• The need to deliver complex computational 

methods to wide range of users, from non-expert 
(i.e. non-geophysicists) who need hazard 
information to domain experts who are using the 
environment as part of their research program.   

• The need to support multiple models, and data 
types. For example, the community has 
developed alternative earth velocity models each 
of which has valid uses, but produces different 
results.  

• The distributed nature and specializations of the 
geophysical research community leads to 
distributed model development with models 
being developed by different organizations with 
differing expertise and computational resources.  

• The computational requirements of earthquake 
models require high performance and high 
throughput computing techniques and the 
computational and data resources may be 
dispersed across institutions and administrative 
domains. 
To address these requirements, the approach we 

take is to represent computational models as 
scientific workflows targeted towards execution in a 
distributed Grid environment. While many options 
exist for specification and execution of scientific 
workflows, addressing the SCEC community 
requirements dictates that existing Grid workflow 
solutions be combined with new user-centric 
interfaces in unique ways. The result has been the 
creation of a system for the specification and 
execution of scientific workflows with the following 
features:   
• User-centered knowledge based interface that 

helps users express geophysical problems as 
high-level workflow specifications. 

• Knowledge-based metadata search tools 
integrated with data and metadata management 
tools allowing users to search for data by concept 
rather than by metadata attribute name and value. 

• Workflow refinement tools based on the Virtual 
Data Systems (VDS) [11] toolkit for mapping 
workflow specifications into executable form. 

• A Grid based execution environment that enables 
execution of workflows against domain specific 
software libraries, data sources, information 
services and national class execution and storage 
resources such as the National Science 
Foundation’s TeraGrid environment. 
We note that while the CME consists of many 

components and offers a rich set of functionalities, 
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we focus on the system’s workflow specification and 
management capabilities in this paper.  

 
2. SCEC/CME Workflow System Overview  

During development of the SCEC/CME 
workflow system, we have found it useful to analyze 
the construction and execution of workflows in three 
phases which are: (1) workflow specification (2) data 
discovery and workflow refinement, and (3) grid-
based workflow execution. Fig. 1 shows the tools and 
data stores used in SCEC/CME workflow system and 
how they map to these phases. 

In the workflow specification phase, the user 
describes the problem to be solved in high-level 
geophysical terms and the CME assists in mapping 
these into high-level workflow descriptions or 
workflow templates. These descriptions define the 
process but do not yet include information about 
specific data instances or other detailed configuration 
information needed to execute the workflow.  The  
data discovery and workflow refinement step fills in 
this missing detail, identifying data sets, selecting 
compute resources to execute simulation steps, 
determining when and where to stage data. In the 
final phase, a Grid-based workflow execution engine 
is used to execute the descriptions, keeping track of 
what tasks have been completed, and executing new 
tasks as they become ready. 

One of our development challenges is to support 
both expert and non-expert users. A characteristic of 
our system is to provide the user with a selection of 
tools in each of these workflow phases. In order to 
support users with differing levels of domain and 
computational sophistication our system includes 
both manual and knowledge-based tools. For 
example, in the workflow specification phase, we 
provide a standard graphical workflow specification 
tool (the Pathway Composition Tool), as well as a 
knowledge-based intelligent assistant (Composition 
Analysis Tool) interface that guides users to a 

computational solution defined as a workflow. Also, 
in the data discovery and workflow refinement phase, 
we provide both text-matching metadata search tools 
as well as semantic metadata search tools to help 
users locate existing data.  
 
3. Workflow Specification 

The first step in generating PSHA data is to 
identify a simulation workflow that solves the user’s 
problem by generating the desired data. We provide 
two browser-based workflow specification tools to 
help map problem specifications in terms of domain 
semantics into high-level workflow templates that 
define the basic computational steps in a solution.  

To aid non-expert users we provide an Intelligent 
Assistant workflow construction tool called the 
Composition Analysis Tool (CAT) [15,16]. CAT 
facilitates interactive construction of computational 
pathways where users select and connect existing 
SCEC components, and the system assists in 
completing a correctly formulated computation. 
Given an outline of a workflow, CAT analyzes it 
using the semantic description of components, reports 
errors and gaps, and generates specific suggestions 
on how to fix these errors. Users often construct a 
workflow template using CAT by specifying a 
starting data type and a target data type and then 
CAT provides suggestions on which computational 
modules are needed in the workflow to transform the 
starting data type to the target data type. 

The CAT system is implemented in two 
components; 1) a browser-based user interface tool 
that guides the user through the creation of a 
workflow template, and 2) a web service-based 
reasoner (called the Composition Analysis Tool 
Service (CAT-S)) that includes the reasoning and 
validation algorithms. One of the features of CAT is 
that it can check workflows for validity, i.e.: (a) all 
links are consistent with the component descriptions 
and their input and output data types, (b) all 
computational steps have linked inputs, (c) an end 
result has been specified, (d) all computational steps 
are executable, and (e) all computational steps 
contribute to the results. CAT uses the Web Ontology 
Language (OWL) standard as its knowledge 
representation language so the component ontology 
used by CAT-S for validation is expressed in OWL. 

For expert users we also provide a fairly standard 
browser-based graphical workflow editing tool called 
the Pathway Composition Tool (PCT). Both tools 
(CAT and PCT) output workflow templates in a 
common XML format. However, in the case of PCT, 
the output workflow template has not been validated 
while a workflow template produced by CAT has 
been validated based on the semantic description of 
the task and constituent components. 
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4. Interactive Workflow Refinement 
Given a specification of the processing steps that 

need to be performed, the workflow must be refined 
to identify what input data to apply the processing to, 
what implementations to use and where to perform 
the computations. The first step in this process is to 
identify the input data to be used for the workflow. 

Figure 1: The SCEC/CME system supports 
workflow specification, refinement, and grid-
based execution. 
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Before a workflow template can be used, the user 
must identify what data sets to which the workflow 
should be applied. We refer to the process of 
discovering, selecting, and specifying initial input 
files as the interactive workflow refinement phase. 

In the SCEC/CME system, a user performs 
interactive workflow refinement using a tool we call 
the Workflow Instantiation Tool (WIT). WIT is a 
browser-based tool with which the user selects the 
input data instances to be used in the workflow 
computation. Data instances that will be calculated 
during the workflow execution do not need to be 
specified. However, data files that represent initial 
inputs to the workflow must be specified.  

The WIT interface presents the user with each 
computational step in the workflow under refinement, 
and it shows the input data types, the computation 
type, and the output data types for each step. For each 
non-computed input data file, it presents the user with 
a list of existing data files of the appropriate type. 
WIT obtains information about the existing data files 
in the workflow system through the use of a Metadata 
Catalog Service (MCS) [7] that contains entries for 
all data files instances, and their associated data 
types, currently in the system. MCS metadata is 
represented by name-value pairs where each data 
type in the SCEC/CME system has a minimum set of 
required metadata attributes. As workflows execute, 
the workflow computational modules generate the 
required metadata for the data files that they produce 
and they register this metadata into the MCS.  

In order to enable file replication, the MCS does 
not store file names directly but rather records a 
globally unique name in the form of a Uniform 
Resource Identifier (URI). When data files are 
imported into the system, or are created by 
computational modules, we form a URI by 
concatenating a SCEC namespace, a data type name, 
and a sequence number generated from the database.  
The URI can be mapped to one or more actual file 
names by another component of the SCEC/CME 
system called the Globus Replica Location Service 
(RLS). 

If the user knows the URI of the desired input 
data, they may be specified directly. Otherwise, the 
SCEC/CME system provides two browser-based data 
discovery tools to help the user locate the appropriate 
files. One of the tools, designed for sophisticated 
users, provides string-based metadata attribute search 
capabilities. The other data discovery tool, designed 
to support non-expert users, provides concept-based 
metadata searches. With both data discovery tools, 
the user specifies some information describing the 
desired file(s) and the search tools query the system 
metadata to return the URIs of matching files. 

The first tool, called MCS-Search, is a simple, 
metadata attribute-based, search tool. The user enters 
attribute names and values, and the system uses 
string-based matching to locate logical files with the 
desired attributes. 

To improve upon this basic name-value, string-
matching metadata search capability, we have also 
developed a semantic metadata search tool called 
DataFinder based on the PowerLoom knowledge 

representation system [18]. DataFinder utilizes a 
concept-based domain and metadata attribute 
ontology that links geophysical and seismic hazard 
domain concepts with the metadata attributes that 
describe the computational products.  

DataFinder provides semantic overlays for the 
existing metadata attributes, enriching the 
information content. The DataFinder domain and 
metadata attribute ontology is represented in the 
PowerLoom representation language, based on KIF 
[13]. DataFinder is implemented using a hybrid 
reasoning approach based on combining the strengths 
of the PowerLoom logical reasoning engine with the 
database technology underlying the MCS. 

The direct connection between DataFinder and 
the MCS database is achieved via PowerLoom’s 
database access layer, which provides DataFinder 
with the necessary scalability to handle the task of 
locating relevant data products in a large repository. 
It also allows us to add semantic enhancements by 
overlaying the raw metadata with a hierarchy of 
concepts, providing for more abstract views. The 
DataFinder system translates the domain concepts 
specified by the user into SCEC/CME metadata 
attributes. The DataFinder search system allows users 
to find data instances without requiring detailed 
knowledge of the (multiple) specific metadata 
attributes used to describe the data. 

When all initial, non-computed, input data files 
have been discovered, the user can interactively 
refine the workflow specification by specifying a 
URI for each input file. Once URIs have been 
specified for all non-calculated data instances, 
interactive workflow refinement is complete.   

The output of the interactive workflow 
refinement phase is a representation of the workflow 
we call an abstract workflow. An abstract workflow 
specifies the workflow using logical references to 
both the files, and to the computational modules to be 
used. This has several advantages. By specifying the 
data file instances logically, the automated workflow 
refinement parts of the system can select the most 
appropriate file replicas. By specifying the 
transformations logically, later elements of the 
workflow system can select both the transformation 
instance and computing resources to be used during 
execution.  

 
5. Automated Workflow Refinement 

In the automated workflow refinement phase, we 
use a sophisticated execution planning system to 
convert an abstract workflow into a concrete 
workflow. In this process, URIs must be mapped to 
actual input files, alternative implementations for 
computational steps chosen and execution sites 
selected. In addition, we must orchestrate the 
movement of data between computational sites as 
required by the execution sites and data sources.  

This conversion is performed during the 
automated workflow refinement phase of our system 
using Pegasus (Planning for Execution in Grids) 
[4,5,6]. The Pegasus system performs automated 
workflow refinement utilizing a variety of tools 
including the Virtual Data System (VDS) that 
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includes Chimera, Condor DAGMan, MCS, RLS, 
and Globus. Program scheduling and execution tools 
are based on the high throughput Condor job 
submission and scheduling tools. 

The automated workflow refinement capabilities 
of the Pegasus system are one more way that the 
SCEC/CME system shields users from workflow 
complexities. Non-expert users are frequently not 
familiar with computing details such as how to match 
executables to hosts. Our system supports these users 
by establishing transformation to compute resource 
mappings in data stores such as the VDS 
transformation catalog and then using Pegasus to 
automatically select appropriate execution 
environments for each transformation in a workflow. 

Pegasus interacts with other VDS and Globus 
components to drive the process of refinement of 
workflows from an abstract format to an executable 
concrete workflow specification. These include a 
transformation catalog that contains descriptions of 
the SCEC/CME transformations and RLS which is 
used to map URIs specified during interactive 
refinement into specific file instances.  

During the conversion from DAX to DAG, the 
system queries RLS and maps each URI to an 
appropriate physical file name based on the location 
of the replicas and the location where the data file 
needs to be read, and replaces each URI with a URL. 
The system also converts each logical transformation 
name to physical transformation name. Pegasus also 
selects an appropriate computer resource on which to 
run the transformation by mapping each 
transformation’s required computing capabilities to 
available computing resources as specified in the 
Pegasus resource pool configuration file. If Pegasus 
determines there is more than one computing 
resource available for use for a computational 
module, it selects one of the appropriate grid 
resources using a user selected algorithms. Supported 
resource selection algorithms include both round 
robin and random approaches. 

During the conversion from abstract workflow to 
concrete workflow, Pegasus may augment a 
workflow by adding data or module staging into the 
workflow if the data and executable movements are 
required to execute on the selected computing 
resources. If, as Pegasus converts an abstract 
workflow to a concrete workflow, it recognizes that 
data movement is required by the workflow to run on 
the selected grid-resources, it will automatically add 
the data movement module into the workflow. 

The automated workflow refinement phase in the 
SCEC/CME workflow system shields users from the 
complexities of the grid-based execution 
environment. Development of the resource 
descriptions such as the transformation catalog and 
the resource pool configuration can be performed by 
specialists knowledgeable about these environments 
and through Pegasus, deliver the flexible computing 
and data management capabilities of the Grid to non-
expert users.  
 
6. Grid-based Execution 

Once the SCEC/CME system has produced a 
DAG, the workflow is ready for execution on a 
Globus-based grid. Grid-based execution is the final 
phase our workflow system. 

As our workflow is now represented as an 
executable DAG, we submit the DAG to the Condor 
DAGMan workflow execution system. Since the 
Condor DAGMan interacts with Globus tools, a 
workflow constructed by our non-expert user now 
executes securely distributed across a wide variety of 
computing and storage devices accessible through the 
SCEC grid. Our grid-based workflows benefits from 
the job submission and scheduling capabilities of the 
Condor DAGMan tools. DAGMan analyzes a 
workflow for parallel elements and will run the 
computational steps in parallel where possible. 

During grid-based execution, the SCEC/CME 
system provides workflow monitoring tools that 
allow users to follow the progress of their workflow 
as it executes on the grid. As a workflow executes 
and produces new data instances, the system assigns 
logical file names to the new files, and inserts logical 
file name to physical file name mappings into RLS. 
Modules output metadata which is written into MCS 
to maintain metadata for each new data instance. 

At the completion of the workflow, the solution 
to the user’s geophysical problem is stored in the 
system as a data file and an associated metadata 
description. This data instance is now available for 
use an input into the next geophysical problem that 
the scientist wishes to solve address using a 
workflow-based solution. 

 
7. Case Study: Probabilistic Hazard Maps 

As a discipline, explorations in geophysics are 
particularly well suited to be represented as scientific 
workflows. Probabilistic seismic hazard analysis 
(PSHA) hazard curve calculations are a good case in 
point. A PSHA hazard curve shows the probability 
that a specific site will exceed a specified amount of 
ground motion due to likely earthquakes over some 
period of time, for example, 50 years. A collection of 
PSHA hazard curves can be combined into 
probabilistic hazard maps. 

The issues of component selection, configuration 
and computation management are complex even for 
members of the geophysics community.  For a 
practicing engineer or city planner, the complexity 
can be overwhelming.  

Representing PSHA calculation as a workflow 
mitigates many of these issues. Workflows help 
manage the complexity of the analysis in terms of the 
number of different types of calculations that must be 
performed, the number of alternatives for each 
processing step, and the number of data files that 
must be managed.  Also, by enabling configuration 
and reuse of a pre-defined set of automatically 
configurable workflow templates we can make it 
possible to deliver this complex analysis to 
unsophisticated users, enabling them to generate 
PSHA maps on demand, customized to their use case 
requirements.  

SCEC scientists utilized the SCEC/CME 
workflow system to perform a series of hazard map 
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calculations [9]. In these studies, a probabilistic 
seismic hazard map workflow was modeled in our 
system as a three transformation workflow. We will 
discuss this example to help illustrate the capabilities 
of our system.  

In this example, the user wants to calculate a 
hazard map for the southern California region. The 
user begins in the workflow specification phase. To 
construct this workflow, the user begins the 
workflow specification using the CAT interface.  

One way a non-sophisticated user may interact 
with CAT is to specify the target data type that they 
want to create. In this case the user wants to create a 
Hazard Map which is identified by the system as a 
Hazard Map JPEG.  Once the user has identified this 
target data type, CAT is now able to suggest to the 
user which transformation are required to generate a 
files of this type. By interacting with CAT, and 
adding transformations into the workflow, the user 
develops a workflow-based solution to their problem. 
The workflow developed by the user with the 
assistance of the CAT is shown in Fig 2. 

The workflow template produced by CAT 
indicates that each of the transformations requires 
two or more input data files. The figure shows that as 
the workflow executes output data sets will be used 
as inputs to subsequent transformations. However, 
some initial data sets must be supplied by the user in 
order to run this workflow. There are three user 
supplied initial inputs to the Hazard Map Calculator. 
The transformation called Hazard Map Dataset to 
Geo-Referenced Ground Motion Converter requires 
three inputs. One of these inputs will be calculated 
during the workflow. The other two inputs must be 
specified before the workflow can be run. The 
transformation called Map Plotter also requires three 
inputs, one of which is calculated during the 
workflow, and two of which must be specified prior 
to workflow execution. 

Next, the user performs data discovery to find 
appropriate existing data files. For example, one 
input to the Hazard Map Calculator is a file of type 
Region of Interest. This file contains a description of 

the geographical boundaries of the seismic hazard 
study. The user can search for a file with the desired 
boundaries using either the MCS-Search or 
DataFinder tools. 

The user now begins the interactive workflow 
refinement. The WIT tool shows the user each 
transformation indicating the user supplied inputs and 
the calculated inputs. For each user-specified input 
file, WIT provides the user with a list of available 
files of the correct type. Once the user has selected a 
specific logical file name for each of the seven user-
supplied, initial inputs to this workflow, the user 
submits the abstract workflow to the Pegasus system. 

The Pegasus system now begins automated 
workflow refinement. The abstract workflow is 
converted to a concrete workflow. By making calls to 
the RLS system, each logical file name in the DAX is 
converted to a physical file name. The logical 
transformation names are converted to actual 
executable names. A hazard map calculation for the 
southern California region may require 10,000 hazard 
curve calculations and our workflow system must 
manage this number of files for each map. 

 Once Pegasus has generated a DAG, the DAG is 
submitted to the Condor DAGMan for job 
submission tools for execution on the grid. The data 
files created during the workflow execution are 
entered into the MCS and RLS. 

When the workflow is submitted for execution, 
the system returns a logical file name identifying the 
desired final result of our workflow, which in this 
case is a Hazard Map JPEG. This file represents the 
solution to our geophysical problem, and it can be 
accessed as soon as the workflow completes. 
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There has been increasing effort to enable 

scientists to create and manage complex scientific 
workflows. The myGrid project [21] exploits 
semantic web technology to support data intensive 
bioinformatics experiments in a grid environment. 
The semantic description of services in RDF and 
OWL is used for service discovery and match-
making. They also provide interactive tools called 
Taverna for authoring and executing workflows. 
Kepler [1] is also a data-driven workflow system 
where the user can author data processing steps as a 
network of pre-defined workflow components called 
‘actors’ and use ‘directors’ for describing execution 
models. The system allows semantic annotations of 
data and actors, and can support semantic 
transformation of data. Triana [3] allows the user to 
specify execution behavior easily by supporting an 
abstract layer for Grid computing called GAP, a 
subset of the GridLab GAT. Using a graphical 
interface, the user can drag and drop workflow 
component to form a workflow and also specify 
distribution policy for a group of nodes in the 
workflow. GAP services can be advertised, 
discovered and communicated with using abstract 
high level calls on Grids and P2P networks. Our 
work presents complementary capabilities in that the 
workflow composition tools in these systems provide 
limited assistance in validating user authored 

Figure 2: Probabilistic Seismic Hazard Map 
calculation defined as a three step workflow. 
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workflows and providing suggestions to generate 
complete and consistent workflows. Also these 
systems do not employ sophisticated resource 
management approaches and cannot fully make use 
of grid resources. 

There are many Grid tools that are developed to 
help end-users manage complex workflows. ICENI 
(Imperial College e-Science Network Infrastructure) 
[17] provides a component based Grid middleware. 
Users can construct an abstract workflow from a set 
of workflow components and the system generates a 
concrete workflow using its scheduler. ICENI also 
support different views of composed workflows: it 
uses spatial view to allow flexibility during 
composition and provides temporal view to support 
scheduling optimization. GridAnt [20] developed by 
Argonne National Laboratory is a client-side 
workflow system that assists users to express and 
control execution sequences and test Grid services. It 
uses Java Cog Kit that provides access to Grid 
services through a Java framework. GridFlow [2] 
provides user portal and services of both global grid 
workflow management and local grid sub-workflow 
scheduling. Unicore [19] provides a programming 
environment where users can design and execute job 
flows with advanced flow controls. Our workflow 
system presents a more comprehensive grid-based 
environment for scientific workflows and we believe 
that integrating our approach with these capabilities 
may result in improved environments to support 
complex scientific workflows. 
 
9. Discussion 

The SCEC/CME system helps geoscientist 
execute a wide variety of geophysical simulation 
codes including serial Probabilistic Seismic Hazard 
calculations, MPI-based high performance 
earthquake wave propagation simulations, and I/O 
intensive volumetric data post-processing software. 

The SCEC/CME Workflow system represents a 
comprehensive grid-based workflow environment 
that addresses a full range of workflow capabilities 
from interactive composition of workflows, to data 
and metadata management, semantic metadata search 
capabilities, and job scheduling that makes full use of 
grid resources. The system‘s use of well-established 
workflow tools including Globus and VDS enhances 
its stability, robustness, and maintainability. Through 
its support for grid environment, the system supports 
workflows that run from simple Condor Pool-based 
applications to high performance computing system 
on the TeraGrid. 

The SCEC/CME system utilizes standard 
semantic web technologies including OWL, SOAP, 
and WSDL to enhance platform independence and 
interoperability. The system supports a wide variety 
of computational modules, including, but not limited 
to web service invocations. This support for a variety 
of computational module types eases the integration 
of existing programs into the workflow system. 

During this work, we simplified user interactions 
with the system by introducing intelligent assistants 
and knowledge driven resource selections. These 
tools utilize a variety of data stores including 

computing and domain ontologies, as well as 
metadata, computational module, and computer 
resource descriptions. It is through these descriptive, 
rather than computational, data stores, that we are 
able to provide user assistance, and to simplify the 
user experience.  

In our view, the development and use of these 
knowledge repositories shifts the burden of detailed 
knowledge of workflows, in an appropriate way, 
towards our domain and computing experts and away 
from end users of our workflow system. By capturing 
the knowledge of domain and computing experts in 
knowledge bases, and by constructing our tools to use 
this captured knowledge, we reduced the expertise 
required to use our scientific workflow system 
making the system more accessible to non-expert 
users. 
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