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Abstract

Views are a central component of both traditional

database systems and new applications such as data

warehouses. Very often the desired views (e.g. the

transitive closure) cannot be de�ned in the standard

language of the underlying database system. Fortu-

nately, it is often possible to incrementally maintain

these views using the standard language. For exam-

ple, transitive closure of acyclic graphs, and of undi-

rected graphs, can be maintained in relational cal-

culus after both single edge insertions and deletions.

Many such results have been published in the theoret-

ical database community. The purpose of this survey

is to make these useful results known to the wider

database research and development community.

There are many interesting issues involved in the

maintenance of recursive views. A maintenance al-

gorithm may be applicable to just one view, or to a

class of views speci�ed by a view de�nition language

such as Datalog. The maintenance algorithm can be

speci�ed in a maintenance language of di�erent ex-

pressiveness, such as the conjunctive queries, the re-

lational calculus or SQL. Ideally, this maintenance

language should be less expensive than the view def-

inition language. The maintenance algorithm may

allow updates of di�erent kinds, such as just single tu-

ple insertions, just single tuple deletions, special set-

based insertions and/or deletions, or combinations

thereof. The view maintenance algorithms may also

need to maintain auxiliary relations to help maintain

the views of interest. It is of interest to know the

minimal arity necessary for these auxiliary relations
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and whether the auxiliary relations are determinis-

tic. While many results are known about these issues

for several settings, many further challenging research

problems still remain to be solved.

1 Introduction

In many database applications there is a need to pose

queries which cannot be de�ned by relational calcu-

lus and even SQL. For example, the popular transi-

tive closure query is frequently needed and cannot be

de�ned in these languages [2, 27]. Fortunately, in a

real database system, one can try to overcome this

problem by storing the answer to the queries as ma-

terialized views and maintaining the views whenever

updates (e.g. the insertion or deletion of tuples) to

the former occur. This idea has been investigated

quite extensively under the name of an incremental

evaluation system, or IES.

For the simplest setting, an IES maintains a view

Q over a single base relation R. There are two main-

tenance algorithms, Q+ and Q�, where Q+ main-

tains Q after insertion to the base relation R and

Q� maintains Q after deletion from R. Through-

out this paper, we will use Rold to refer to the in-

stance of R in the database before an update, and

Rnew the instance of R after the update. For each

old instance Rold and each insertion update � that

the IES is designed to handle, Q(Rold [ �) can be

derived from the old base relation, the old view con-

tents, and the update using the maintenance query

Q+: Q(Rold [ �) = Q+(Rold; Q(Rold);�). The IES

handles deletions similarly.

When there are multiple views and/or multiple

base relations, there will be more maintenance al-

gorithms, one for each allowed update type and each

view-base relation combination.

If an IES maintains just the given views, it is called

a space-free IES. Sometimes, it is also necessary to
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maintain auxiliary relations, which are maintained

similarly to the way the given views are maintained.

With the help of auxiliary relations, we can maintain

views that cannot be maintained otherwise. Further-

more, we will see later that the arity of the auxiliary

relations also makes a di�erence to what can be main-

tained.

The maintenance algorithms can be speci�ed in

di�erent maintenance languages, such as relational

calculus, SQL, nested relational algebra, Datalog, or

even a host programming language. The choice of a

maintenance language can be in
uenced by the prac-

tical constraints imposed by real systems, and it can

also be in
uenced by e�ciency issues, as some lan-

guages are more e�cient or more optimizable than

others. In the literature, FOIES refers to the type

of IES that uses the relational calculus (�rst-order)

language as the maintenance language. A closely

related formalism is dynamic �rst-order, DynFO, of

[30]. While DynFO is similar to FOIES in many as-

pects, there are some important di�erences between

the two, see [30, 10] for comparison. Also in the lit-

erature, SQLIES refers to the type of IES that uses

SQL1 as the maintenance language. We will also use

these names in this article.

Generally, an IES may be able to deal with dif-

ferent types of updates. Example types of updates

include single-tuple insertions, single-tuple deletions,

insertions/deletions of sets satisfying certain condi-

tions, or combinations of these.

Incremental evaluation is often seen as merely a

means to avoid expensive re-computation. However,

from what we know of the transitive closure query

(discussed in Sections 2 and 3), one can see that there

is much more to the idea of incremental evaluation

than just a simple view of avoiding re-computation.

In particular, we see incremental evaluation also as a

way to do things that could not be done otherwise.

Coming back to the transitive closure, it cannot be

expressed in relational databases using SQL without

incremental evaluation but can be expressed in rela-

tional databases using SQL in the setting of an incre-

mental evaluation system. In other words, avoidance

of the cost of re-computation is not even the issue

here, for the query is not even do-able in SQL with-

out incremental evaluation in the �rst place!

After the �rst study [13] on the idea of an IES

for maintaining a view de�ned by a more powerful

language using maintenance algorithms written in a

less powerful language, much is already known about

the theory and algorithms of IES [7, 14, 12, 9, 11, 5,

1
By which we mean an extension of relational calculus with

aggregation; that is, essentially select-from-where-groupby-

having clauses plus Boolean operations.

26, 30, 29, etc.]. The objective of this paper is to

provide a tutorial on IES and an overview of some

of the results on IES. We hope that this will speed

up the process of implementing these results in real

systems.

This survey is organized as follows. Section 2 dis-

cusses the transitive closure of acyclic graphs. Sec-

tion 3 considers the transitive closure of undirected

graphs. Section 4 is about regular chain Datalog

views. Section 5 is concerned with set-based updates.

Section 6 considers space complexity. Section 7 re-

views work on IES using SQL as the maintenance lan-

guage. Section 8 sketches some other related work,

including those using a host programming language

as the maintenance language, either from a database

perspective or from a more general algorithmic per-

spective. Section 9 o�ers some concluding remarks.

2 Transitive closure of acyclic

graphs

The FOIES for maintaining the transitive closure of

acyclic graphs [9, 8] is a simple illustration of the

power of the FOIES model. It uses the relational cal-

culus as the maintenance language, it handles both

tuple insertions and tuple deletions, and it does not

use auxiliary relations.

Let G represent the input graph (directed) and TC
the transitive closure of G. So a tuple (x; y) is in the

relation G if and only if there is a directed edge from

the node x to the node y in the input graph, and a

tuple (x; y) is in the relation TC if and only if there is

a directed path from the node x to the node y in the

input graph. An edge insertion is allowed only if this

insertion does not lead to cycles in the new graph.

Maintenance after insertions

Suppose an edge (a; b) is inserted. We maintain TC
as follows. Essentially, the new transitive closure is

obtained by adding to the old transitive closure the

following: (1) all new paths constructed by adding

the new edge (a; b) to the back of an existing path

ending at a, (2) all new paths constructed by adding

the new edge (a; b) to the front of an existing path

starting at b, (3) all new paths constructed by in-

serting the new edge (a; b) between an existing path

ending at a and an existing path starting at b, and
(4) the new edge itself. New paths added by rules

(1), (2), and (3) correspond to paths of type x ! a,
b! y, and x! y, respectively, shown in Figure 1(a).

This covers all new paths because only one occurrence

of the new edge is necessary in every new path (Fig-

2



x yba

new path new path
new path

old pathold path edge
new

(a) New paths after inserting (a; b)
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(b) One occurrence of the new edge is su�cient

Figure 1: Transitive closure after an edge insertion

ure 1(b)).

Maintenance after deletions

Suppose an existing edge (a; b) is deleted. TC can be

maintained as follows.

Let Sab = f(x; y) j TCold(x; a) ^ TCold(b; y)g be
the set of all paths (x; y) in the old TC which go

through (a; b). It is doubtful whether these paths

should belong to the new TC. (The letter S is for

suspicious.) Let Gnew = Gold � f(a; b)g and Tab =

(TCold�Sab)[G
new. Each pair in Tab is de�nitely in

the new TC. (The letter T is for trusty.) Surprisingly,

the new TC can be completely reconstructed from

Tab using several joins and projections given by the

following formula:

Tab [ (Tab � Tab) [ (Tab � Tab � Tab)

where R1 � R2 is de�ned as f(x; y) j 9u(R1(x; u) ^
R2(u; y)g for any pair of relations R1 and R2.

So the new transitive closure contains (1) all trusty

paths, (2) all paths constructed by concatenating

two consecutive trusty paths, and (3) all paths con-

structed by concatenating three consecutive trusty

paths.

The correctness of the above formula for construct-

ing the new TC is shown in [9, 8], and the correctness

relies on the following property. Suppose (x1; xk) is
in Sab and there is a path x1; x2; :::; xk in the new

graph that does not use the edge (a; b). Then there

must exist i < k such that no path of the new graph

from x1 to xi uses the edge (a; b) and no path of the

new graph from xi+1 to xk uses the edge (a; b).
We illustrate the maintenance of TC by consid-

ering deleting the edge (a; b) from the acyclic graph

given in Figure 2.

ba

c

54321

Figure 2: TC of acyclic graph after deleting (a; b)

� The contents of Sab and Tab are as follows:

Sab

1 b=4=5

2 b=4=5

3 b=4=5

a b=4=5

c b=4=5

Tab

1 2=3=a=c

2 3=a=c

3 a=c

c a=b

b 4=5

4 5

Here a pair of form (x; u=v=w) stands for pairs
(x; u); (x; v); (x;w).

� All the paths of the new graph Gnew are now

derived from Tab through zero, e.g. for the case

of (1; c), one, e.g. (1; b), or two joins, e.g. (1; 5),
followed by projections. It is more instructive to

visualize all the edges in the above �gure other

than (a; b) as a sequence of edges.

3 Transitive closure of undi-

rected graphs

We now show how to maintain the transitive closure

of undirected graphs in the relational calculus. An

undirected graph contains the edge from a node y
to a node x whenever it contains the edge from x
to y. While the TC of acyclic graphs can be main-

tained without maintaining additional views, the TC
of undirected graphs can only be maintained if we

also maintain some auxiliary relations (views).

The �rst FOIES that maintains the transitive clo-

sure of undirected graph using nothing more than

pure relational calculus was given in [30] and an im-

proved (space-wise optimal) FOIES was subsequently

developed in [10]. The queries sketched below are

mainly derived from the former; the maintenance of

the required total order was given in [10]. The FOIES

given below uses the relational calculus as the mainte-

nance language, it handles both tuple insertions and

tuple deletions, but it uses auxiliary relations.

We again assume these schemas: G for the input

undirected graph and TC for the transitive closure.

A (near) total order LT on the nodes is needed,

for choosing a node among a set of nodes that are

indistinguishable in relational calculus. In practical

systems, LT can be any total ordering available for
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the application and need not be maintained. In the

theoretical consideration, LT must and can be main-

tained, and the details of this maintenance can be

found in [10].

To maintain TC, we need to maintain two addi-

tional auxiliary relations: FOREST(A;B) for a span-

ning forest of the graph (FOREST is also symmetric),

THRU(A; V;B) for indicating that V is on the unique

path from A to B in FOREST if the nodes A and B are

connected. The contents of the auxiliary relations are

dependent on the order of the updates to the graph,

i.e. the update history leading to the current graph.

Clearly we can derive the transitive closure of

an undirected graph as a relational-calculus view of

THRU easily. We need to demonstrate how to main-

tain the auxiliary relations FOREST and THRU.

To simplify the presentation, let Eq(x; y; c; d) de-
note the formula (x = c ^ y = d) _ (x = d ^ y = c).

Maintaining FOREST and THRU after insertions

Suppose a new edge (a; b) is inserted. We need to

change FOREST only if the inserted edge connects

two previously disconnected trees (or equivalently

a and b were not previously connected). There-

fore we let FORESTnew be FORESTold [ f(a; b); (b; a) j
:THRUold(a; a; b)g.

The queries for maintaining THRU resembles in a

way the maintenance of TC of directed graphs after

an edge insertion. Speci�cally, THRUnew is given by:

f(x; z; y) jTHRUold(x; z; y)
_(Eq(x; y; a; b) ^ (z = a _ z = b))

_:THRUold(x; x; y)^

9u9vEq(u; v; a; b) ^ THRUold(x; x; u)

^THRUold(v; v; y) ^ (z = a _ z = b

_THRUold(x; u; z) _ THRUold(v; y; z))g

Roughly, the formula above states that the new THRU

contains the old THRU, the new edge (a; b), and paths

formed by paths in the old THRU and the new edge

(a; b).

Maintaining FOREST and THRU after deletions

Suppose an existing edge (a; b) is deleted. We �rst

update LTold to LT
new. If (a; b) is in FOREST

old, we

remove it. Deleting (a; b) from FOREST
old may cause

one tree to split into two. When this happens, there

can be either none or several edges inGnew which con-

nect these two trees. For the former, we only need

to eliminate relevant tuples in THRU
old to complete

the maintenance. For the latter, we �rst delete rel-

evant tuples from THRU
old; then we pick a replace-

ment edge and insert it into the spanning forest; �-

nally we insert tuples into THRU that are relevant to

the replacement edge. The procedure of inserting the

replacement edge is identical to the maintenance of

FOREST and THRU upon an insertion, and hence will

not be repeated here.

We describe the deletion and replacement edge se-

lection steps in the following.

Suppose (a; b) belongs to FORESTold. Let FOREST1

be a temporary relation which denotes FORESTold �

f(a; b)g. Let THRU
1 be the corresponding ver-

sion of THRU for FOREST
1; this can be derived

by f(x; z; y) j THRUold(x; z; y) ^ :THRUold(x; a; y) ^
:THRUold(x; b; y)g.

The candidate replacement edges are those edges

(x; y) of the graph such that x and a are in one tree of

FOREST
1 and y and b are in another tree of FOREST1:

Gnew(x; y) ^ THRU1(x; a; a) ^ THRU1(b; b; y). We use

the LTnew relation to pick the smallest of these edges,

and then add it to FOREST. As mentioned above,

the addition is done by essentially the same steps of

maintenance as the insertion case.

We now use an example to illustrate the mainte-

nance algorithms. Because G, FOREST, and the �rst

and last columns of THRU are symmetric, we will only

show half of the edges for clarity; furthermore, LT is

not symmetric and only the chain part is shown.

Suppose our initial graph G is as given below.

G

a b

c d

c e

d e

LT

a b

b c

c d

d e

� � �

FOREST

a b

c e

d e

THRU

a a=b b

c c=e e

d d=e e

c c=d=e d

Then the corresponding LT, FOREST, and THRU re-

lations can be as above. The notation (a; a=b; b) is a
shorthand for the two tuples of (a; a; b) and (a; b; b).

Suppose we insert the edge (b; c). Since both nodes
are already in G, LT is not modi�ed. Our mainte-

nance algorithm will add the following tuples into the

remaining two relations:

+FOREST

b c

+THRU

a a=b=c c

a a=b=c=e e

a a=b=c=e=d d

b b=c c

b b=c=e= e

b b=c=e=d d

The edge (b; c) is inserted into FOREST because it

connects two previously disconnected trees.

The contents of LT, FOREST, and THRU will remain

the same when edges (a; c) and (a; e) are subsequently
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inserted to G. The new graph G is shown below.

G

a b

a c

a e

b c

c d

c e

d e

a

b

c

e d

Now suppose (a; b) is deleted from the current G
(shown above). There is no need to change LT. The

actions to FOREST and THRU are as follows.

� The edge (a; b) is deleted from FOREST.

� The following tuples and their symmetries are

deleted from THRU:

a a=b b

a a=b=c c

a a=b=c=e e

a a=b=c=e=d d

� (a; c) and (a; e) are two candidate replacement

edges for (a; b), and (a; c) is chosen as c is less

than e according to LT.

� The replacement edge is inserted into FOREST,

and THRU is updated accordingly using the in-

sertion algorithm. The resulting relations are:

G

a c

a e

b c

c d

c e

d e

LT

a b

b c

c d

d e

� � �

FOREST

a c

b c

c e

d e

THRU

a a=c c

a a=c=b b

a a=c=e e

a a=c=e=d d

b b=c c

b b=c=e= e

b b=c=e=d d

c c=e e

c c=d=e d

d d=e e

4 Regular chain Datalog views

In [13, 12], algorithms are given for constructing

FOIES for all views de�ned by regular chain Datalog

programs, for single-tuple insertions. Observe that

these handle a class of views, whereas the construc-

tions of the previous two sections were only designed

for individual views.

A chain Datalog program is a set of rules of the

form p(x1; xn+1)  q1(x1; x2); � � � ; qn(xn; xn+1), and

it is regular if, for each rule, all but the rightmost

relation symbol are base relations. For example, the

following is a regular chain Datalog program.

p1(x; y) p(x; y)
p1(x; y) q(x; y)
p1(x; y) q(x; z); p1(z; y)
p(x; y) s(x; z); p1(z; y)
p(x; y) t(x; z); p(z; y)

To construct an FOIES, roughly, we �rst rewrite

the regular expression for the program into a form

which does not use the empty word, the empty set,

and the � operator (but it can use the + operator).

Then we de�ne one derived predicate for each regular

subexpression whose last operator is the + operator.

Then we will maintain all these derived relations as

auxiliary relations. The way to maintain them is very

much like the maintenance of transitive closure of di-

rected graphs after edge insertions, except that more

insertion rules are needed because the underlying reg-

ular expressions are more involved. The details can

be found in [12].

In [10] an FOIES for the same generation view over

acyclic graphs is given.

5 Set-based updates

In [12] extension to the FOIES for the TC of directed

graphs is given to deal with the insertion of a special

type, called Cartesian closed, of sets of edges. Essen-

tially the extended FOIES can maintain the TC after

the insertion of the union of a bounded number of

Cartesian products of node sets. This is especially

useful for the situation when the TC is over a view

de�ned by union of conjunctive queries; a decision

procedure is also given for deciding if that view is

Cartesian closed for insertions of tuples to the base

relations. Interestingly, this extension can also be

used to build an FOIES for the maintenance of views

de�ned by arbitrary regular chain Datalog programs

(Section 4).

In [8] the FOIES for TC of acyclic graphs is ex-

tended to deal with the deletion of \acyclic" edges,

the deletion of \anti-chain" sets of edges, and the

deletion of \anti-chain" sets of nodes, all from arbi-

trary directed graphs.

6 Space complexity

The ability to maintain a view de�ned by a more

powerful language using an algorithm written in a

less powerful language may incur some extra cost in

space for data storage. This cost can be measured in
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terms of the maximal arity of the auxiliary relations.

Questions of interest include the following:

� What is the arity of the most space e�cient

FOIES for a view?

� Construct an FOIES, using auxiliary relations

with no more than of a given arity, for a view.

� Is the arity hierarchy strict?

These questions have been considered in [10, 15] and

some answers are known.

The most space-e�cient FOIES for some views have

been given. For example, for transitive closure of

undirected graphs, the minimum arity of its FOIES

is exactly two. (Observe that the FOIES given above

for this view uses ternary auxiliary relations.)

The technique used to show that a certain arity is

the optimal is either a modi�ed Ehrenfeucht-Fra��ss�e

game technique or an information theoretic technique

[10, 15]. In general, it has been shown that the arity-

based hierarchy is strict for all arities. However, the

strictness proof uses queries with input relations hav-

ing arities much larger than the auxiliary relations.

It is still open whether the hierarchy remains strict

for arities two or larger when the input relations of

queries have arities bounded by a �xed number such

as two, or by the arities of the auxiliary relations.

One other class of views with known optimal FOIES

arity bounds are concerned about counting. Exam-

ples include the following: The parity query (whether

a set has an even number of elements) can be main-

tained without auxiliary relations [10]. The MOD3

query (whether the number of elements in a set is

a multiple of 3) can be maintained using just unary

auxiliary relations [10]. Somewhat surprisingly, the

EQCk query which tests whether two k-ary relations

have equal cardinalities, is known to have an FOIES

using only binary auxiliary relations [14]. Most other

views with known optimal FOIES arity bounds are

concerned about relatives of counting and transitive

closure.

An FOIES can be either deterministic or nonde-

terministic, depending on whether its (stored) auxil-

iary relations are deterministic or nondeterministic,

i.e. whether they depend on the order of the updates

to reach a database state. The following results are

reported in [11]. The nondeterministic FOIES are

more powerful than the deterministic ones: determin-

istic FOIES using auxiliary relations with arity � k
are shown to be strictly weaker than their nondeter-

ministic counterparts for each k � 1. Furthermore,

there is a simple view which has a nondeterministic

FOIES with binary auxiliary relations but does not

have any deterministic FOIES with auxiliary relations

of any arity.

7 SQL as the maintenance lan-

guage

While an FOIES uses relational calculus as its mainte-

nance language, practical relational systems support

more powerful query languages such as SQL. Thus it

is of interest to study incremental evaluation systems

with SQL as the maintenance language.

There are two variants of such incremental evalua-

tion systems. The notation SQLIESnest is used to de-

note incremental evaluation systems where both the

input database and the answer are 
at relations, but

the auxiliary database may involve nested relations.

The notation SQLIES is used to denote systems whose

auxiliary database is also restricted to 
at relations.

(SQLIES can also create a very large number of new

symbols, unlike FOIES which does not create any.)

Thus SQLIES approximates more closely what could

be done in a relational database, which can store only


at relations.

Many questions about the power of SQLIES have

been answered recently. [5] showed that SQLIES us-

ing no auxiliary relations is unable to maintain tran-

sitive closure of arbitrary graphs. In [7], it was proved

that transitive closure of arbitrary graphs remains un-

maintainable in SQLIES even in the presence of aux-

iliary data whose degrees are bounded by a constant,

or are extremely small compared to the size of the

input database.

On the positive side, [26] recently showed that if

the bounded degree constraint on auxiliary data is

removed, transitive closure of arbitrary graphs be-

comes maintainable in SQLIES. This is also true for

the alternating path query, which is complete for

polynomial-time. In [26] it was also shown that

SQLIESnest and SQLIES are equivalent. That means

the restriction to 
at relations does not incur a loss in

power. Since many problems have a clearer and sim-

pler implementation in SQLIESnest, this equivalence

gives us a way to \port" such theoretical implemen-

tations to the more realistic platform of commercial

SQL database systems.

One can also ask what exactly is the limit of the

power of SQLIES. Results aimed at answering this

question have recently become available [28]. On

the positive side, all relational queries expressible in

second-order logic, and hence having the polynomial-

hierarchy data complexity [23], are maintainable in

SQLIES in a uniform manner. On the negative side,

this is very close to the upper bound on the power
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of SQLIES. Furthermore, one must store a great deal

of auxiliary information, either as nested relations or

by creating new constants. Nonetheless, such mainte-

nance systems can give much more power to practical

systems.

8 Other related work

In this section we sketch some other related work.

Such work can be divided into work related to FOIES,

and work using a host programming language as the

maintenance language, either from a database per-

spective or from a more general graph algorithmic

perspective. Pointers to more general directions are

also given.

Other work on FOIES: [14] discussed some relation-

ships between FOIES and �1
1 arity hierarchies. [16]

shows how to maintain tree isomorphism (which can-

not be de�ned even in relational calculus extended

with the transitive closure operator). [4] considered

the maintenance of constrained transitive closure of

graphs with weighted edges (or nodes) by conjunc-

tive queries. [29] investigated how to maintain the

all-pairs shortest paths view and other related views

for undirected graphs after insertions and deletions,

using relational calculus, +; <.
[6] discusses how to maintain the transitive closure

using SQL, by translating results using the relational

calculus. [31] reports an implementation of incremen-

tal maintenance of some recursive views.

Work using host language as maintenance lan-

guage but from a database perspective: FOIES

is related to e�cient maintenance of (strati�ed)

databases [3, 24], where the goal is to e�ciently com-

pute the standard model of a strati�ed database af-

ter a database update. The latter is similar to FOIES

in using the previous standard model (analogous to

the auxiliary relations) to simplify the task of com-

puting the standard model (query answer) after the

update. Rather than storing intermediate relations,

these approaches store reasons (or \supports") for in-

cluding computed facts [3], or use meta-programs [24]

to compute the di�erence between successive models.

In [32], incremental evaluation of Datalog: is studied

for its application to parallelism. Their approach as-

sociates with each derived fact a collection of records

of counters, one for each iteration in bottom-up eval-

uation. The counters remember the number of times

the fact is derived, and the number of times the fact is

deleted. The algorithms can handle general Datalog:

programs by using these counters from the appropri-

ate iterations, but at the price of using recursive al-

gorithms.

Graph algorithms: Also related to FOIES are on-

line graph algorithms [21, 19, 25, 22]. Graph algo-

rithms for online evaluation of transitive closure of

graphs are given in [21, 19, 18], and a method to op-

timize transitive queries by using subtrees in graphs

constructed in previous evaluations is presented in

[22]. The main di�erence is that they use more

elaborate data structures and recursive algorithms,

whereas an FOIES only uses relations and nonrecur-

sive queries.

Further pointers: The framework of FOIES is also

closely related to a branch of computational complex-

ity and of �nite model theory, called descriptive com-

plexity [20]. Moreover, [17] contains a collection of

papers on many di�erent issues regarding material-

ized views.

9 Concluding remarks

In summary, we can see that incremental evaluation

systems are a convenient way to add expressive power

to existing database systems, and they are also a

way to speed up the process of computing the view

contents. Some of these systems can be readily im-

plemented in real applications, although some other

practical issues such as indexing may need to be con-

sidered.

One advantage of an FOIES over IES using other

maintenance languages is that it has great potential

for parallelization, because it uses the relational cal-

culus, which has a constant-time parallel complexity

AC0 [1], as its maintenance language.

There are still many research problems to be con-

sidered. For example, views with known FOIES are

still a minority among possible views, and it is of

interest to decide whether FOIES exist for the major-

ity of views. An interesting problem is to �nd more

space-e�cient fragment of all SQLIES. An interesting

theoretical problem is whether the arity hierarchy is

strict for a limited input arity.
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